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Listen to 
everything 
all the time 
and remind 
yourself 
when you 
are not 
listening.
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Members of the Group may achieve greater

awareness and sensitivity to each other. 

Music is a welcome by-product of this activity.
Pauline Oliveros, 1974



OT, Leaf 
Miller, led a 
drum circle 
at Abilities 

First School.

But not 
everyone 

could 
participate!
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Hey, Pauline! 
Help us out!

What do 
you need?
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You’ve been on the cutting 
edge of music and 
technology for 60 years! 

This is 
true!
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AUMI (the instrument)
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Timeline

2007 2010 2013 2016

1st prototype developed at 
RPI by Zane Van Duzen

AUMI v1 & 2 developed and 
updated by Zevin Polzin

Development transitions to 
the IDMIL at McGill; updated 
to v3 by Ian Hattwick and 
Doug Van Nort

AUMI for iOS released 
by Henry Lowengard

AUMI desktop app is rewritten from 
scratch at IDMIL/McGill by Ivan Franco

v4 released in 2017
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AUMI v4 features:

• Completely redesigned interface

• Simplified modules and controls

• Sound libraries

• User uploadable sounds

• Presets

• Sampler sound module

• Radial Tracker mode
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AUMI is free for everyone!

• Windows:
• Version 4.1 – Windows (latest version)
• Expand downloaded .zip file and move 

AUMI folder into \Program Files 
directory

• Launch app with enclosed AUMI.exe

• MAC:
• Version 4.1 – Mac OS (latest version)
• Double click downloaded .pkg file and 

app installs in /Applications directory

http://aumiapp.com/download.php

• iOS:
• Version 1.1.6
• Install from iOS App Store
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User Guide and Documentation

http://aumiapp.com/download.php

AUMI User Guide:
• PDF included in download
• Online at aumiapp.com

In-app help console:
• Look for the [ ? ] icon on 

every module
• [ About ] and [ Get Started ] 

buttons 
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AUMI Desktop Application

1. Camera Display

2. Control Panel

3. Interaction Module

4. Sound Module

5. Title Bar
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Interaction Modules

Zone Tracker

Radial Tracker

Relative Movement

Rensselaer Polytechnic University 11-November 2020



Instrument Modules

John Sullivan | ISATMA '17 21 / 18

Sampler Module

OHMI Conference – Sept 2018 Birmingham, UK

Keyboard Module



User Presets

• Saves all user settings 
within the app

• Full preset management
– Load and Save
– Free mode
– Import and Export
– Delete
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AUMI experiments

AUMI v4 key concept:

The Interaction and Sound
modules are separate so 
they can be mixed and 

matched.

This opens the door to many 
creative possibilities for 

instrument development, 
designing for greater 

accessibility,  and 
accommodating a wide range 

of unique user needs. 
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AUMI experiments

Haptic Tracker:
– Implementing tactile feedback for AUMI

– Conducting lab tests with VibroPixels1 –
wearable, modular tactile displays

– Experiments with UltraHaptics mid-air 
tactile interface2

1 Hattwick, Ian, Ivan Franco, and Marcelo M. Wanderley (2017). “The Vibropixels: A Scalable Wireless Tactile Display System”. 
In Proceedings of the Human Computer International Conference. Vancouver, Canada.
2 Carter, Tom, et al. (2013). "UltraHaptics: multi-point mid-air haptic feedback for touch surfaces." In Proceedings of the 
26th annual ACM symposium on User interface software and technology. 
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AUMI Organ:
• Live telematic

performance

• Pipe organ in a 
Vancouver church 
played by AUMI in 
Montreal

https://youtu.be/23K4G
X6kncM

AUMI experiments
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What’s next? 

• Web-based AUMI app

• AUMI for collaborative online 
performance (ZOO-AUMI?)

• Bespoke hardware interfaces

• Exploring AUMI installation in 
playgrounds

• Improving functionality based on 
feedback from use in the field

Rensselaer Polytechnic University 11-November 2020



AUMI. It’s what people do with it!
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It’s What People do with it

AUMI-Carleton
We Are All 
Musicians
Jesse Stewart in 
residency with H’Art
of Ottawa, 2014
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It’s What People do with it

AUMI Jam Sessions
AUMI-KU, 
Independence Inc., 
and Lawrence Public 
Library 2015-Present
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MacKay Centre School Pilot Project:

What are the uses of AUMI in achieving 
pedagogical goals for children with 

developmental disabilities? 

• Weekly sessions with 2 facilitators, music
teacher and students (some playing
AUMI, and some with other instruments)

• Improve social engagement/participation
• Improve and explore communication

among peers, with adults
• Complete multi-stepped tasks
• Foster creativity and leadership
• Promote positive self-perception and

self-esteem.

It’s What People do with it
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OUT NOW!!!

AUMI-Sings!
Ellen Waterman, Gillian 
Siddall, Laurel Forshaw, 
Henry Lowengard, 
adults with vocal 
impairments and the St. 
Johns Vocal Exploration 
Choir
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COMING IN 2021!!!

Collaborative, co-
creative book project!
Chapters of all shapes 
and sizes!
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AUMI Website
aumiapp.com
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Research in Augmented Harp 
Performance

From gestural control to the Bionic Harp

John Sullivan1,2,3 & Alexandra Tibbitts1,4
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Part 1: a quick overview

Gestural Control of  Augmented 
Instrumental Performance

A Case Study of  the Concert Harp

John Sullivan1,2,3, Alexandra Tibbitts1,4, Olafur Bogason 1,2,3,  Brice Gatinet1,3

MOCO ’18, GENOA
29.06.2018
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Abstract

• Goal: A new gesture control system for 
augmentation of  instrumental performance. 

• Concert Harp: A case study
• Holistic Approach: 

– Analysis of  gesture in harp performance

– Participatory design of  hardware and software 
tools

– Practical application: New work and 
performances
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Objectives

• System design: 
– Lightweight gestural control system to augment live instrumental performance.

– Develop simple and reliable tools for musicians (who are not necessarily 
technologists) to use. 

– A flexible system that can be used with any instrument

– Integrate easily into common live performance workflows. 

• Augmenting instrumental performance with gestural control
– Leverage natural performance gestures 
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Why harp?

“Some players have spare bandwidth, some do not.”

• Cook, P. (2001). Principles for designing computer music controllers. Proceedings of the 2001 International 
Conference on New Interfaces for Musical Expression.
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Phase 2
Hardware/Software design

Phase 1
Motion Capture Study

Phase 3
Rehearsal & Implementation
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Phase 1: Motion Capture Study

• Goals:
– Understanding natural movements of  harp 

performance as well as variance in individual style
– How can they be leveraged in a gesture control 

system? 

• Hypothesis: map instrumental and ancillary gestures
– Instrumental: performer plays naturally without 

altering technique
– Ancillary: explicitly control other parameters without 

interfering with harp performance

• Procedure:

• 8 advanced/expert concert harpists

• 4 short excerpts from standard harp repertoire

• Each excerpt played in 4 expressive styles: 

• normal, deadpan, expressive, immobile

• Mocap and analysis: 

• Qualisys system, with 12 Oqus 300/400 cameras & 
Bertec force plate

• Audio & video recording

• Analysis in MATLAB and MoCap Toolbox
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Phase 1: Motion Capture Study

• Excerpt #1: Tchaikovsky – Nutcracker 
Suite, Waltz of  the Flowers
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Phase 1: Motion Capture Study
• Marker reduction of Plug-In Gait marker 

placement to isolate hand, torso, head  
movements. 

• Dynamic Time Warping (DTW) applied to 
compare movements across participants and 
expressive styles. 

• Example: Excerpt 1 – Left hand, all 
participants, all styles (n = 8 * 4)

– (x = left/right; y = fore/back, x = up/down)
• Additional video analysis to understand basic 

shapes and motions. 

• Findings: 
– Hand movements very clearly alternate 

between instrumental and ancillary gestures
– Much less ancillary movement in other parts 

of the body, especially torso and head. 
– Tracking movement of harp for gestural 

control is much less interesting than thought. 
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Phase 2: Technology

• Hardware prototypes
– ESP8266 microprocessor/wireless 

communication
– IMU-based (MPU-9250) motion 

acquisition sensor array
– 2 LEDs (1 status, 1 programmable)
– haptic motor
– internal LiPo battery
– motion data transmitted via OSC

• Device designed by Ólafur Bogason, 
Genki Instruments1

– Early prototype to the Wave

1https://www.genkiinstruments.com/

https://www.genkiinstruments.com/
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Phase 2: Technology
• Software & User Interface

– Designed in Max
– Three modes of  operation: 

1. Max abstraction for use in a larger patch
2. Max for Live device
3. Standalone application sending OSC 

messages via UDP
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Phase 3: Implementation

• Composition:
– Brice Gatinet, D-Mus candidate, McGill University
– “...prends mois, chaos, dans tes bras...”
– Based on three materials: 

• choreographed motions of  a harpist’s musical gestures
• narration of  a Sumerian creation poem
• transcription of  Hurrian Hymn no. 6, (circa 1400 B.C.E.) 

– For solo harp, voice and gesture-controlled 
electronics. 
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Phase 3: Implementation

• Rehearsals: 
– Concurrent with hardware 

and software development
– Also overlapping with mocap 

analysis
– Each phase informing the 

others:
• mocap -> mappings to try 

out in rehearsal
• rehearsals -> provide 

feedback during tech. 
technical development

• tech. development -> 
compositional tools
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Phase 3: Implementation

• Performances: 

– Premiere: 
• Université de Montreal, Salle 

Claude-Champagne 2017

– Additional performance: 
• live@CIRMMT, McGill 

University 2017
• ICLI (International 

Conference on Live Interfaces) 
2018, Porto, Portugal
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Continued Work

• New Hardware: Genki Wave
– Bluetooth communication instead of  

ESP8266
– MIDI messages instead of  OSC
– 3 modes: motion, tapping, note
– Improved tracking accuracy
– On-device calibration and scaling

• Performance: ICLI ‘18
– Refined composition
– Redesigned gesture mappings for 

new hardware
– More time for performer to practice 

with controllers
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Contributions & Future Work

• Contributions: 
– Methodology for holistic design of  a gesture control system 

for augmenting instrumental performance.
– Specific results and documentation for use of  concert harp 

in experimental and electronic music
– Genki Wave controller: Successfully crowd-funded and 

ship by summer of  2019

• Future Work:
– Machine Learning: Intentionally avoided to preserve 

simplicity of  use, but will implement in future iterations
– Continued study and application of  natural instrumental 

performance movements in a simple and flexible gesture 
control system. 

– New works for harp (and other instruments!)
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…moving right along….
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Research in Augmented Harp 
Performance: The Bionic Harp

John Sullivan1,2,3 & Alexandra Tibbitts1,4
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Story boarding can be fun J

How can & should mapping influence design?
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From drafts 
to Touch OSC simulations 

to 3d 
modeling

Ergonomic design
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We had some fun making mock-ups

…we’ll save the neo pixels for v2.0… 
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A more realistic layout
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Getting closer…..
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Magnets?!?!

C u s t o m i z e d c i r c u i t b o a r d s

Ordering parts, and lots them….
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ASSEMBLE!

Final test…



67



68

Thursday Feb 13th, 7:30pm. McGill U. 550 Sherbrooke St. W. 
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Thank you!

contact: 
john.sullivan2@mail.mcgill.ca  
alexandra.tibbitts@gmail.com






